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Background: Coronary artery disease (CAD) is one of the highest causes of death 
in the world. Hypercholesterolemia, especially low-density lipoprotein (LDL) levels, is 
a major risk factor, because it is the main precursor of atherosclerosis. Previous 
studies showed the relationship between LDL level and the number of vessel disease 
is still inconsistent, therefore it needs to be observed further. The objective of this 
study was to know the effect of LDL levels on the number of vessel disease in CAD 
patients who underwent coronary angiography. 
Methods: It was a cross-sectional and retrospective study, where data were taken 
from medical records of CAD patients who underwent coronary angiography at 
Siloam Hospital Lippo Village between January to June 2018. Patients with at least 
one vessel disease were included. The number of vessel disease was categorized 
into 3 groups: one-vessel, two-vessels, and multi-vessel. The relationship between 
LDL levels and the number of vessel disease was analyzed using one way ANOVA. 
Result: The data includes 90 patients; 70 (77.8%) were male with average age of 
56±9 years. There were 32 (35.6%) patients in one-vessel group; 27 (30%) in two-
vessel group; and 31 (34.4%) in multi-vessel group with an average LDL levels of 
106.43±40.51 mg/dl; 111.15±39.43 mg/dl; and 114.52±32.55 mg/dl respectively. 
Although it seemed that the increase in LDL cholesterol levels was in line with the 
number of vessel disease, there was no statistically significant relationship between 
the two variables (p=0.694). 
Conclusions: LDL cholesterol level does not affect the number of vessel disease in 
CAD patients. 

 
 
 
Introduction 
     

Coronary artery disease (CAD) is one of 
the highest causes of mortality and morbidity 
in the world1. CAD also has the highest 
prevalence (1.5%)2 and the second highest 
cause of mortality (12.9%)3 in Indonesia for 
cardiovascular diseases. High concentration 
of low-density lipoprotein (LDL) is one of the 
major modifiable risk factors for CAD and has 
a direct causality for the disease4, 5, 6 aside 
from hypertension, smoking, diabetes 
mellitus, obesity, and sedentary lifestyle7.  

High levels of LDL are the precursor of 
atherosclerosis. LDL molecules migrate 
through endothelium, form a buildup of 
plaque, then narrows the blood vessel 
overtime. The cap of the plaque then gets 
thinner and become prone to rupture, causing 
thrombosis8. Atherosclerotic lesions are 
evaluated using coronary angiography and 
then classified as obstructive (diameter 
narrowing of ≥70%; ≥50% for LMCA) or non-
obstructive (diameter narrowing of >20% and 
<70%; >20% and <50% for LMCA). 
Obstructive lesion is clinically significant and 
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considered as vessel disease in CAD 
patients9.   

Several studies have been conducted 
to find the association between the LDL 
concentration and the number of vessel 
disease in CAD. Previous studies by Saito et 
al.10 and Chieng et al.11 have suggested that 
higher LDL concentration will lead to a more 
complex and an increase in the number of 
vessel disease in CAD patients (p<0.01; 
p<0.05 respectively), which then contradicted 
by two other studies from Brazil12 and Iran13 
where neither significance nor correlation is 
found between the two variables (p=0.1; 
p=0.73 respectively). 

The hypothesis is that the higher the 
concentration of LDL in the blood, the higher 
the number of vessel disease in CAD 
patients. The correlation between the two 
variables remains inconsistent and 
contradictory based on the previous studies, 
therefore this study aimed to know and add 
more evidence about the effect of LDL on the 
number of vessel disease in CAD patients. 

 
 
Material And Methods 
 
Subjects 

This retrospective study was conducted 
in Siloam Hospitals Lippo Village, Tangerang, 
Indonesia. The data were taken from medical 
record of patients who underwent coronary 
angiography within the period of January – 
June 2018. Subjects were included if they 
had at least one clinically significant lesion 
(diameter narrowing of ≥70%; ≥50% for Left 
Main Coronary Artrery) of coronary arteries. 
The laboratory result of LDL levels must be 
taken within 6 months from the time of 
coronary angiography14.  

The samples were then categorized into 
three groups: one-vessel; two-vessels; and 
multivessel based on the number and 
location of the obstruction. The LDL 
concentration were compared and analysed 
along with the other essential variables 
between these groups. The effect of LDL 
levels on the number of vessel disease in 
CAD patients were analysed using one-way 

ANOVA with a p value of <0.05 to be 
considered statistically significant. The rest of 
the confounding variables were presented as 
descriptive data. 

Additional information (if present) such 
as electrocardiogram (ECG), 
echocardiogram, diagnosis, and the therapy 
given were also collected from the medical 
record and presented in this study as part of 
the characteristic of subjects. The frequency 
of the locations of vessel disease such as left 
main coronary artery (LMCA), right coronary 
artery (RCA), left anterior descending artery 
(LAD), and left circumflex artery (LCX) were 
also presented. 
 
Statistical analysis 

 
The program used for statistical analysis 

was SPSS 22.0 for Windows (SPSS Inc, 
USA). The normality and homogeneity test 
were performed on the data which resulted in 
normal distribution. The data were then 
presented by mean ± standard deviation (SD) 
for variables such as the LDL levels and age, 
while the rest (male gender; history of 
hypertension; diabetes; hypertriglyceridemia; 
and smoking) were presented as frequencies 
and percentage.  
 
 
Result 
 

Out of 427 patients who underwent 
coronary angiography in Siloam Hospitals 
Lippo Village, 162 were excluded due to non-
existent significant lesion, 175 were excluded 
because of insufficient data, resulting in the 
final sample of 90 patients. Baseline 
characteristics were shown in Table 1. The 
predominant samples in this study were male 
(77.8%) with average age was 56 ± 9 years. 
There were 32 samples (35.6%) in the one-
vessel group, 27 samples (30%) in the two-
vessels group, and 31 samples (34.4%) in the 
multivessel group. Left Anterior Descending 
was the most affected coronary artery in this 
study (80%).  

The average LDL cholesterol level was 
110.63 ± 37.34 mg/dl, with majority of 
samples in the <100 mg/dl category (n=36; 
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40%). A total of 77 patients (85.6%) had a 
history of hypertension, 47 patients (52.2%) 
had a history of diabetes, and 59 patients 
(65.6%) had a history of smoking.  
 
Table 1. Baseline Characteristics 

Characteristic 
Frequency 

(n=90) 
Percentage 

(%) 

Gender 
     Male 
     Female 

 
70 
20 

 
77,8 
22,2 

Age (years) 
     < 40 
     40-49 
     50-59 
     60-69 
     70-79 
     >80 

56 + 9* 
3 

23 
30 
28 
5 
1 

 
3,3 

25,6 
33,3 
31,1 
5,6 
1,1 

Number of vessel 
disease 
     One-vessel 
     Two-vessels 
     Multivessel 

 
 

32 
27 
31 

 
 

35,6 
30,0 
34,4 

Location of 
vessel disease 
     LMCA 
     LAD 
     LCX 
     RCA 

 
 

9 
72 
53 
53 

 
 

10,0 
80,0 
58,9 
58,9 

Diagnosis 
     ACS (without 
further 
explanation) 
     STEMI 
     NSTEMI 
     UAP 
     SAP 
     N/A 

 
14 

 
 

19 
16 
9 

10 
22 

 
15,6 

 
 

21,1 
17,8 
10,0 
11,1 
24,4 

LDL-c levels 
(mg/dl) 
     <100 
     100-129 
     130-159 
     160-189 
     >190 

110,63±37* 
 

36 
32 
12 
7 
3 

 
 

40,0 
35,6 
13,2 
7,8 
3,3 

Risk factors 
    Hypertension 
    Diabetes     

Hyper TG 
    Smoking 

 
77 
47 
29 
59 

 
85,6 
52,2 
32,2 
65,6 

Therapy 
  Antiplatelet 
  Anticoagulant 
  Beta blocker 
  ACEI/ARB 
  Nitrate 
  Statin 
 Spironolactone 
  CCB 

 
84 
21 
48 
34 
43 
81 
4 

24 

 
93,3 
23,3 
55,6 
37,8 
47,8 
90,0 
4,4 

26,7 

ECG 
    Sinus rhythm 
    Atrial rhythm 
    ST elevation 
    ST depression 
    T inversion 
    Q wave 
    LVH 
    N/A 

 
51 
3 

19 
14 
10 
13 
8 

27 

 
56,7 
3,4 

21,1 
15,6 
11,1 
14,4 
8,9 

30,0 

Echocardiogram 
     Dilated LV 
     EF (> 50%) 
     RWMA 
     N/A 

 
8 

20 
13 
62 

 
8,9 

22,2 
14,4 
68,9 

*Mean ± standard deviation 
ACEI/ARB - angiotensin converting enzyme 
inhibitor/angiotensin receptor blocker; ACS - 
acute coronary syndrome; CCB - calcium chanel 
blocker; EF - ejection fraction; LAD - left anterior 
descending; LCX - left circumflex artery; LDL – 
low density lipoprotein; LMCA - left main coronary 
artery; LV – left ventricle; LVH – left ventricle 
hypertrophy; N/A – not available; NSTEMI - non 
ST elevation myocardial infarction; RCA - right 
coronary artery; RWMA: regional wall motion 
abnormality; SAP – stable angina pectoris; STEMI 
- ST elevation myocardial infarction; UAP - 
unstable angina pectoris. 
 

Most of them were given antiplatelet 
therapy (93.3%) and statins (90%). ECG 
results found from samples showed sinus 
rhythm for 51 patients (56.7%) and most of 
them experienced myocardial infarction with 
the presence of ST elevation (21.1%). 
Samples with echocardiogram results 
showed that there was no significant 
ventricular dilatation of the heart (21.1%) with 
the ejection fraction of ≥50% (22.2%) for most 
patients. 

The predominant samples in this study 
were male (77.8%) with average age was 56 
± 9 years. There were 32 samples (35.6%) in 
the one-vessel group, 27 samples (30%) in 
the two-vessels group, and 31 samples 
(34.4%) in the multivessel group. Left Anterior 
Descending was the most affected coronary 
artery in this study (80%).  

The average LDL cholesterol level was 
110.63 ± 37.34 mg/dl, with majority of 
samples in the <100 mg/dl category (n=36; 
40%). A total of 77 patients (85.6%) had a 
history of hypertension, 47 patients (52.2%) 
had a history of diabetes, and 59 patients 
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(65.6%) had a history of smoking. Most of 
them were given antiplatelet therapy (93.3%) 
and statins (90%). ECG results found from 
samples showed sinus rhythm for 51 patients 
(56.7%) and most of them experienced 
myocardial infarction with the presence of ST 
elevation (21.1%). Samples with 
echocardiogram results showed that there 
was no significant ventricular dilatation of the 
heart (21.1%) with the ejection fraction of 
≥50% (22.2%) for most patients. 

To determine the effect of LDL levels on 
the number of vessel disease, one-way 
ANOVA test were performed and shown on 
the table (Table 2). The average LDL 
cholesterol level in one-vessel, two-vessels, 
and multivessel group respectively was 
106.43 ± 40.51 mg/dl, 111.15 ± 39.43 mg/dl, 
and 114.52 ± 32.55 mg/dl. Although LDL 
levels were directly proportional to the 
number of vessel disease, there was no 
statistically significant relationship between 
the two variables (p=0.694). 

Other collected variables (risk factors 
for CAD) were compared descriptively 
between each vessel group (Table 3). The 
average age tends to be higher as the 
number of vessel disease increases. The 
percentage of samples who had 
hypertension, diabetes, and had a history of 
smoking are also increased in the two-
vessels and multivessel group. In contrast, 
male gender and hypertriglyceridemia did not 
show any relationship to the number of vessel 
disease. 
 
Table 2. Relationship Between Number of Vessel 
Disease and LDL Cholesterol Levels 
 

 
N (%) 

LDL level 
(mg/dl) 

P value 

One-
vessel 

32 
(35,6%) 

106,43 + 40,51 

0,694 
Two- 
vessel 

27 
(30%) 

111,15 + 39,43 

Multives
sel 

31 
(34,4%) 

114,52 + 32,55 

 
 
 

Table 3. Descriptive comparison between risk 
factors to the number of vessel disease in CAD 
patients 

 

Risk factor 
One 

(n=32) 
Two 

(n=27) 
Multi 

(n=31) 

Age (years) 54 + 7 55 + 10 58 + 11 

Male gender 
25 

(78,1%) 
22 

(81,5%) 
23 

(74,2%) 

Hypertension 
25 

(78,1%) 
22 

(81,5%) 
30 

(96,8%) 

Diabetes 
13 

(40,6%) 
13 

(48,1%) 
21 

(67,7%) 

 
Discussion 
 

Most patients in this study belong in the 
one-vessel group, which consists of 32 
samples (35.6%), followed by multivessel 
group with 31 samples (34.4%), and two-
vessels group with 27 samples (30%). The 
most frequently affected artery was LAD (n = 
72, 80%), followed by LCX and RCA arteries 
with the same frequency (n = 53, 58.9%), 
then LMCA (n = 9, 10%). This is consistent 
with the theory and research described by 
Wasilewski et al, where the septal perforator 
in LAD tends to have a "milking effect" which 
causes the distribution of atherosclerotic 
plaque to be more dominant in this artery than 
the others.15, 16 

The LDL cholesterol levels were shown 
to be increased in the two-vessels group and 
multivessel group. LDL levels had an average 
of 106.43 ± 40.51 mg/dl in one-vessel group, 
111.15 ± 39.43 mg/dl in two-vessels group, 
and 114.52 ± 32.55 mg/dl in multivessel 
group. There was no statistical significance 
found after the data was analysed with one-
way ANOVA (p = 0.694). The result of this 
study was similar with another study 
conducted by Penalva et al, in which LDL 
levels and the number of vessel disease does 
not have statistically significant relationship, 
although the data similarly showed that the 
increase in LDL levels was also consistent 
with the increase of the number of vessel 
disease. The researcher assumed that his 
sample of 107 patients was still relatively 



 
Michael Tanaka 

 

107 | U n i v e r s i t y  o f  P e l i t a  H a r a p a n  
 

small in order to obtain any statistical 
significance in his research14. This could also 
be one of the factors that caused no statistical 
difference in this study because of the 
relatively small number of samples (n = 90 
samples). A study conducted by Khashayar 
et al, described that there was no correlation 
between the two variables at all. According to 
their study, there was other factor that affects 
the number of vessel disease besides LDL 
levels, which is the high-density lipoprotein 
(HDL)13. HDL levels were not included in this 
study and it was unknown whether it had any 
influence on the outcome and the number of 
vessel disease.  

In contrast, a study by Gruzdeva et al. 
found a significant effect between LDL levels 
and the number vessel disease in CAD 
patients. Their method was that angiography 
procedure and the laboratory examination 
are carried out strictly and only within a few 
hours after the onset of the disease, with the 
number of samples as many as 400 
samples17. In this study the data were 
obtained retrospectively from medical 
records and the time between the LDL 
examination and angiography procedure was 
not necessarily uniform between one sample 
to another. These difference of time period 
between each sample might be a factor for a 
less representative data, which then affected 
the outcome of this study to be statistically 
insignificant. 

In theory, a high level of blood LDL will 
cause more lesions in coronary arteries 
because the process of atherosclerosis is 
initiated by a high number of LDL molecules 
that invades the endothelium. High LDL 
levels can also form free radicals that also 
damage the function of endothelial cells, 

making LDL particles penetrate more easily 
through endothelial cells. Although the results 
obtained in this study were not statistically 
significant, high LDL levels remain as the 
major precursor of plaque formation in 
coronary artery disease. Therefore, LDL 
levels is still considered for estimating the 
severity of lesions in CAD. 
 
Limitation of study 
 

The design of this study is cross-
sectional retrospective, which includes some 
limitations such as: time of examination of 
LDL levels that are not uniform between one 
sample to another; and lack of information 
whether the patient's LDL cholesterol level is 
controlled. The assessment of complexity 
and severity of lesion in this study was only 
qualitative in nature and did not use 
standardized scores such as SYNTAX, 
hence another limitation that can be improved 
in the future. Besides, this study did not 
analyze other risk factors for coronary artery 
disease. Hypertension, diabetes, smoking, 
and family history are traditonal risk factors 
that may influence severity of coronary artery 
disease. Further studies are needed to 
evaluate those factors together with LDL 
levels to predict the outcome in coronary 
artery disease population.  
 
Conclusion 
      

In conclusion, LDL cholesterol levels 
have no effect on the number of vessel 
disease in patients with CAD. Patients in the 
higher vessel group tend to be older, have a 
history of hypertension, diabetes, and 
smoking. 
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Background: There was limited data of Atopic Dermatitis (AD) 
prevalence and its associated factors in Indonesia. Therefore, the aim of 
this study was to identify and evaluate the AD prevalence and factors 
associated with AD in elementary school children in suburban area in 
Banten. 

Methods: A cross-sectional study was conducted in 3 elementary 
schools children age 6 – 7 years old who were randomly selected. 
Information was obtained through an Indonesian version of the 
International Study of Asthma and Allergies in Childhood questionnaire 
(ISAAC). 

Results: From 304 school children in semi-urban area, AD was reported 
as ever had an itchy rash which was reccurent for at least 6 months in 
17.4% of the children, 19.5%  of the children had this itchy rash at any 
time in the past 12 months, and 11.4 % reported doctor-diagnosed AD. 
The factors found to be associated with an increased risk of AD were 
allergic rhinitis (OR 2.151 CI: 1.086-4.261), history of premature birth 
(<37 weeks) (OR 5.306, CI:1.577-17.858), exclusive breastfeeding (OR 
3.126 CI:1.314-7.439), and food allergy (OR 2.912 CI:1.386-6.119). 

Conclusion: The results of this study showed that allergic rhinitis, history 
of premature birth (<37 weeks), exclusive breastfeeding, and food allergy 
were factors associated with AD in Indonesian schoolchildren.  

 

 
Introduction  
 

Atopic dermatitis (AD) is a chronic 
inflammatory skin disorder, characterized 
by cutaneous dryness, intense itching, 
scratching, skin damage, and secondary 
infections. Atopic dermatitis (AD) is one of 
the most common skin diseases in the 
world, particularly in neonates, children, 
and adolescents.1 AD is caused by a 
combination of genetic and environmental 
factors. The disease is closely associated 
with asthma and allergic rhinitis. Although 
this disorder is not fatal, it can lead to skin 
damages, secondary infections, sleep 
disorders in children and parents, reduced 

quality of life, high costs, loss of confidence, 
and reduced functional capacity that can 
interfere athletic activities and social 
relationships.2,3  

As a result of previous studies based 
on ISAAC, the incidence of AD in the infant 
population was estimated to be 15–20%, 
showing an increase in prevalence. It has 
also compared the prevalence among the 
different countries and showed differences 
in each region.4 The prevalence of AD is 
reported to be 17.2% in American children, 
15.6% in European Children, 24% in 
Japanese children aged 5-6 years old, 
19.1% in Korea, and 20% in other 
countries. The prevalence of allergic 
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diseases has increased not only in high 
income but also in low-to-middle income 
countries (LMIC), such as Indonesia.1  

There is a wide spectrum of 
presentations of atopic eczema, from 
minimal flexural eczema to erythroderma. 
The skin of a child with eczema is generally 
dry. The eczema can occur anywhere, but 
there are particular patterns that are more 
common at certain ages. The face is 
usually the first to be affected. In crawling 
infants the forearms, extensor aspects of 
the knees, and the ankle flexures are often 
the most affected. In older children the 
flexor aspects of the elbows and the knees 
are mostly affected. The eczema may be 
moist and weeping or may be thickened 
(lichenified) and dry. In children with darker 
skin the rash may have a papular nature. 
Scratch marks are always seen. 1 
For primary, secondary and tertiary 
prevention of childhood AD, it is crucial to 
determine the factors which are associated 
with the development or exacerbation of 
AD. Known associated factors linked to the 
incidence of AD from previous studies were 
the presence of asthma or rhinitis 
symptoms,positive family history for allergic 
diseases5, indoor allergens such as dust 
mite, animal dander and fur6, 
environmental tobacco smoke (ETS)7, 
exclusive breastfeeding history8, low birth 
weight, prematurity, house mould, higher 
exposure to air pollution, smaller families 
with less exposure to infections, animal 
contact in first year of life and within the last 
year, higher maternal age, consumption of 
paracetamol in first year of life and within 
the last year9, and a wider range of 
foods.2,3,10 The association between atopic 
eczema and food allergy is complex, 
though it is usually children with severe 
atopic eczema have food allergy.2 

There was limited data of AD 
prevalence and its associated factors in 
Indonesia. Therefore, the aim of this study 
was to identify and evaluate the AD 
prevalence and factors associated with AD 
in elementary school children in suburban 
area in Indonesia. 
 
 
 
 

Material And Methods 
 
Study design and subjects 
 

This cross-sectional study was 
performed in January 2018. A total of 304 
children, chosen from a random sample of 
3 elementary schools in Tangerang, 
Indonesia, were included in this study. After 
coordination with the schools under study, 
researchers presented letters referred to 
schools according to ISAAC protocol, and 
obtain informed consent. Based on ISSAC 
protocol, after distributing the 
questionnaires, each question was 
explained by a trained interviewer. The 
questionnaires were completed preferably 
by the parents and by the students 
themselves if the parents were absent. The 
data collected were entered into Microsoft 
Excel. 

Questionnaires 

Allergic disorders were assessed with 
a validated questionnaire  for age 6-7 years 
old developed by International Study of 
Asthma and Allergy in Childhood (ISAAC) 
which had been translated into Bahasa 
Indonesia to accommodate local study 
requirements. AD ever was defined as a 
positive response to the question “Have 
you ever had an itchy rash which was 
coming and going for at least 6 months?” 
The prevalence of asthma symptoms were 
obtained from the questions: “Has your 
child and family member ever had 
wheeze?” The prevalence of rhinitis 
symptoms were obtained from the following 
questions: “Has your child and family 
member ever had a problem with sneezing 
or a runny or blocked nose when you 
(he/she) did not have a cold or the flu?” 

An additional questionnaire was 
administered to obtain demographic data, 
socioeconomic status, parental education, 
parental occupation, and other potential 
associated factors for the development of 
allergies. The potential associated factors 
that were investigated included the 
following: gender, birth weight, delivery 
time, number of siblings, exclusive 
breastfeeding history, parental asthma or 
allergic rhinitis or atopic dermatitis, 
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exposure to animals in the first year of life 
and within the last year, exposure to 
tobacco smoke in at home, dampness and 
mold in the house, food allergy, cooking 
method in the house, and paracetamol 
consumption in the first year of life and 
within the last year. 

Written informed consent was 
obtained from parent or guardian of each 
child. The study was approved by the 
Ethical Committee of the Medical Faculty, 
University of Pelita Harapan (ethical 
clearance ref: 006/K-LKJ/ETIK/VIII/2017)  

Statistical analysis 

The collected data were analyzed 
using SPSS ver.22 (IBM, 2018). To 
investigate the relationship between 
associated factors and AD, the analysis 
was carried out using the Chi- square test, 
and its odds ratio (OR) and confidence 
interval of 95% were calculated. Statistical 
significance was set at P<0.05.  

 
Result 
 

Data were collected from 304 school 
children in semi-urban area. AD was 
reported as ever had recurrent itchy rash 
for at least 6 months in 17.4% of the 
children, 19.5%  of the children had this 
itchy rash at any time in the past 12 months, 
and 11.4 % reported doctor-diagnosed AD. 
The associated factors for AD were 
described in table 1. In this study, the Odd 
ratio of asthma in patients with AD was 
1.08, CI: 0.388-3.006, p value 0.884 and 
Odd ratio of allergic rhinitis patients with AD 
was 2.151 CI: 1.086-4.261, p value 0.026. 
Of the children with AD, 4.8% were born 
prematurely (<37 weeks), OR 5.306, 
CI:1.577-17.858, p value 0.003, 61.3% had 
exclusive breastfeeding (breastfed for 6 
months or more), OR 3.126 CI:1.314-7.439, 
p value 0.007, and 17.2% had food allergy, 
OR 2.912, CI:1.386-6.119, p value 0.004. 
Household pets during infancy (in the first 
year of child’s life) was present in 79.9% of 
the children, OR 0.639, CI: 0.305-1.339, p 
value 0.233, household pets at present (in 
the last 1 year) was present in 94.2% of the 
children, OR 0.432, CI: 0.143-1.306, p 
value 0.127. The Odd ratio of exposure to 

cigarette smoke (at present) in children with 
AD was 1.679, CI:0.894-3.153, p value 
0.105. The family income were described in 
table 2. 

The factors found to be associated 
with an increased risk of AD were allergic 
rhinitis, history of premature birth (<37 
weeks), exclusive breastfeeding, and food 
allergy. However, gender, asthma, 
household pets (during infancy), household 
pets (at present), exposure to cigarette 
smoke (at present), and family income 
showed no statistical significance as a 
associated factor for AD. 

 
Table 1. Factors associated with atopic 
dermatitis in children 
 

Risk factors % OR (95% CI) P value 

Gender 
(female) 

47.6 % 
1.36 (0.74-

2.52) 
0.315 

Asthma 9.6 % 
1.08 (0.388-

3.006) 
0.884 

Allergic 
rhinitis 

60 % 
2.151 (1.086-

4.261) 
0.026 

Prematurity 4.8 % 
5.306 (1.577-

17.858) 
0.003 

Exclusive 
breastfeeding 

61.3 % 
3.126 (1.314-

7.439) 
0.007 

Food allergy 17.2 % 
2.912 (1.386-

6.119) 
0.004 

Household 
pets (during 
infancy) 

79.9 % 
0.639 (0.305-

1.339) 
0.233 

Household 
pets (at 
present) 

94.2 % 
0.432 (0.143-

1.306) 
0.127 

Exposure to 
cigarette 
smoke (at 
present) 

50.7 % 
1.679 (0.894-

3.153) 
0.105 

Family 
income 

  0.374 

 
 
Table 2. Family income 
 

Family income % 

< Rp 1,000,000 19.1% 

Rp 1,000,000 – 3,000,000 38.1% 

Rp 3,000,000 – 5,000,000 28.9% 

>Rp 5,000,000 13.9% 
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Discussion 

In our study, factors found to be 
associated with an increased risk of AD 
were allergic rhinitis, history of premature 
birth (<37 weeks), exclusive breastfeeding, 
and food allergy. However, we did not find 
any relation between AD and other risk 
factors including gender, asthma, 
household pets (during infancy), household 
pets (at present), exposure to cigarette 
smoke (at present), and family income. Our 
finding were consistent with the previous 
studies which showed that presence of 
allergic rhinitis,  history of premature birth 
(<37 weeks), and  food allergy were 
associated with increase risk of AD.10  

Patients with AD have higher rates of 
allergic diseases than the general 
population. 80% of children with AD 
develop asthma and/or allergic rhinitis later 
in life and referred to as the "allergic march" 
or "atopic march". The cutaneous 
manifestations of atopy often represent the 
beginning of the atopic march. 
Approximately half of AD patients will 
develop asthma, particularly with severe 
AD, and two thirds will develop allergic 
rhinitis. Epicutaneous sensitization with 
subsequent migration of sensitized T cells 
into the nose and airways, causing upper 
and lower airway disease.11 
Ten to twenty percent of patients with AD 
have food-induced urticaria/anaphylaxis 
compared with 1-3% of the general 
population.12 The current hypothesis is that 
cutaneous sensitization through disrupted 
skin barrier leads to food sensitization and 
food allergies. Defects in serine peptidase 
inhibitor, Kazal type 5 (SPINK5) are 
associated with food challenge-proven food 
allergy.13,14 In addition, skin barrier 
impairment at birth which is measured by 
higher transepidermal water loss (TEWL) 
predicts food allergy at two years of age.15 
Earlier onset (<3 months of age) and more 
severe AD is associated with high egg, 
milk, and/or peanut-specific IgE.16 Patients 
with AD and concomitant egg, peanut, or 
dust mite allergy are more likely to have AD 
that persists beyond five years of age.17 
Infants and young children with AD are 
more commonly sensitized to foods18, 

whereas children over five years and adults 
are more commonly sensitized to 
aeroallergens (dust mite sensitization is 
most prevalent in both children and 
adults).19 And vice versa, food allergies 
play a role in exacerbating AD in up to 33% 
of patients with severe AD, 10 – 20% with 
moderate AD, and 6% with mild AD. 
Elimination of food allergens in patients 
with AD and confirmed food allergy can 
lead to significant AD improvement. 

Relation of breast-feeding with IgE as 
allergic marker in childhood is complex and 
early production of food-specific IgE is 
associated with an elevated risk for allergic 
outcomes. Among children of mothers with 
high IgE levels, breast-feeding was 
associated with elevated IgE levels relative 
to never breast-fed children in that maternal 
IgE strata. Thus exclusive breastfeeding 
cause immediate, continuing, and high-
volume exposure to antigens, including 
bacteria and allergens, which might alter 
inherited predisposition toward IgE 
production. Other explanation is that 
breast-feeding associated with lower 
infections in early life which might stimulate 
the infant immune system toward an 
allergic (TH2) rather than an antimicrobial 
(TH1) response and encourage 
persistence of the TH2 immunity, 
particularly in the context of a genetic 
predisposition toward IgE production.20 

Premature birth (<37 weeks) infants might 
have higher risk of AD because they have 
immature skin barrier that cause increased 
permeability and transepidermal water 
loss.21  

Exclusive breastfeeding, household 
pets during infancy and at present effects 
on AD is still controversial, where exclusive 
breastfeeding, household pets (during 
infancy), and household pets (at present) 
were found as both risk and protective 
factors of AD. Previous studies showed that 
female gender, asthma, exposure to 
cigarette smoke (at present), and high 
family income were significant risk factor for 
AD, which were not in agreement with our 
result. 
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The limitation of this study was our 
study design was a cross-sectional survey 
which cannot identify the causal 
relationship. In addition, the diagnosis of 
AD was based on a questionnaire, not by 
detailed history and physical examination. 
Further investigation by prospective cohort 
study is required to prove the causal 
relationship between the development of 
AD and risk factors in Indonesian children. 
Because AD might be an ‘entry point’ for 
the subsequent development of asthma or 
allergic rhinitis, children with AD need 
proper management to prevent 
epicutaneous sensitisation leading to 
systemic immune response. There was no 
conflict of interest in this study. 

 Conclusion 

The results of this study showed that 
allergic rhinitis, history of premature birth 
(<37 weeks), exclusive breastfeeding, and 
food allergy were factors associated with 
AD in Indonesian schoolchildren.  
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Background: Sexual violence can take many forms to anyone. The 
increase in the number of sexual violence against women in Indonesia is 
quite significant. These incidents are reported to occur frequently in 
women in young adulthood. These experiences can have long-term 
effects, one of which is depression. There are several studies that show 
an association between sexual violence and the incidence of depression. 
However, there has not been much quantitative research to look at the 
relationship on this matter in Indonesia, especially on female students. 
This study aims to understand the relationship between sexual violence 
and the incidence of depression in female students of the Faculty of 
Medicine, Universitas Pelita Harapan.  
 
Methods: This study use a cross-sectional study design. The data has 
been collected using questionnaires filled in by the respondents. This 
study involved 149 female students of the Faculty of Medicine, Pelita 
Harapan University. The results of the study were processed and 
statistically analyzed using SPSS 25.  
 
Result: Based on research data, there are 149 respondents from female 
students of the Faculty of Medicine, Universitas Pelita Harapan. with a 
mean age of 19.29 (SD = 1.086). The youngest age of the respondent is 
17 years old and the oldest is 24 years old. A total of 55 respondents had 
experienced sexual violence. Based on the results of the Beck's 
Depression Inventory (BDI) questionnaire, 16% had mild depression, 9% 
had moderate depression, and 2% had severe depression. Chi-square 
test showed a significant relationship between experiences of sexual 
violence and the incidence of depression, with p <0.001.  
 
Conclusions: Sexual violence is related to the incidence of depression 
in female students of the Faculty of Medicine, Pelita Harapan University.  

 

 
Introduction 
 

Sexual violence without realizing it 
becomes a thing that is often found in 
people's lives, which can occur in various 
forms. This event can happen to anyone, 
regardless of age or gender. However, 
more forms of sexual violence against 
women are reported and are often in the 
spotlight.1,2 

Based on the Annual Records of the 
National Commission on Violence Against 
Women, it was found that the incidence of 

violence against women has increased 
almost eight times over a period of 12 
years. These data are the result of reported 
cases, so it is said that this incident is still 
an iceberg phenomenon.3 

Sexual violence is theoretically said to 
be a major stressor to the mental and 
physical health of the victims.4,5 
Psychological problems that are often 
found as a result of sexual violence include 
depression, anxiety, and anger.6 In addition 
to mental health, these experiences can 
also have an impact on the physical and 
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reproductive condition of the victim.7 
Besides that, sexual violence ranks as the 
second type of violence in the personal 
realm, where most of the victims are in the 
early adult age group.3 The female students 
belong to the early adult age group, and 
these data indicate that there are quite a 
number of incidents of sexual violence in 
the age group belonging to female 
students, so that female students can be 
said to be one of the risk factors.8 

This study aims to examine the 
relationship between sexual violence and 
depression in female students of Faculty of 
Medicine, Pelita Harapan University. 

 

Material And Methods 

This analytical study had been 
conducted in female students of faculty of 
medicine Pelita Harapan University 
between January 2021 and March 2021. 
Informed consent had been conducted from 
all of the students. 

Inclusion criteria is students of faculty 
of medicine Pelita Harapan University who 
are willing to fill out research 
questionnaires. Exclusion criteria is 
students of faculty of medicine Pelita 
Harapan University who are nor willing to fill 
out research questionnaires, have a history 
of mental disorders, have a metabolic or 
chronic disease, have experience of other 
types of violence, and who are not filling out 
the questionnaire completely. 

The research design applied in this 
study was a cross-sectional analytic study. 
Statistical analysis was performed by using 
SPSS 25 version and Microsoft Office 
Excel 2010 version. Statistical tests have 
been carried out using the chi-square 
method. 

 
Result 

There were 171 respondents who were 
successfully collected, with 22 respondents 
included in the exclusion criteria. Samples 
characteristics: batch 2018 (41%), batch 
2019 (28%) batch 2020 (31%), never 
experienced sexual violence (63%), have 
experienced sexual violence at the age of 
<6 (4%), 6 – 12 (3%), >12 – 16 (15%), >16 

(15%). Of the 15 types of sexual violence 
based on Komnas Perempuan, only seven 
types of sexual violence were experienced 
by respondents. The most common types 
of sexual violence experienced by 
respondents were sexual harassment (53 
respondents), followed by sexual 
intimidation (six respondents), sexual 
control (four respondents), sexual 
exploitation (two respondents), inhumane 
punishment and sexual nuances (one 
respondent), and the practice of sexually 
nuanced traditions (one respondent). 

Table 1. Sample characteristics 

Characteristics Frequency (n= 149) 

Age 

Mean 

 

19.29 (SD= 1.086) 

Batch 

2018 

2019 

2020 

 

61 (41%) 

42 (28%) 

46 (31%) 

History of Mental Disorder 0 (0%) 

Metabolic or Chronic Disease 0 (0%) 

Other Types of Violence 0 (0%) 

Experience of Sexual Violence 

Never 

Age <6  

Age 6 – 12 

Age >12 – 16  

Age >16 

 

94 (63%) 

6 (4%) 

5 (3%) 

22 (15%) 

22 (15%) 

Types of Sexual Violence* 

Sexual Harassment  

Sexual Intimidation 

Sexual Exploitation 

Inhumane Punishment 

and Sexual Nuances 

The practice of sexually 

nuanced traditions 

Sexual Control 

 

53 

6 

2 

1 

1 

4 

Amount of Sexual Violence 

1 type 

>1 type 

 

44 (80%) 

11 (20%) 

Depression Incidence 

Yes 

No 

 

41 (27,5%) 

108 (72,5%) 

Depression Scale 

Normal 

Mild 

Moderate 

Severe 

 

108 (73%) 

24 (16%) 

14 (9%) 

3 (2%) 

*Cannot be used as a percentage 

 

The description of the relationship 
between the experience of sexual violence 
and the incidence of depression in students 
of the Faculty of Medicine, Pelita Harapan 
University can be seen in Table 2. 
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Table 2. Relationship between Experience of 
Sexual Violence and Incidence of Depression 

Experien
ce of 

Sexual 
Violence 

Depression 
Incidence Total OR 

(95% 
CI) 

P 
value Yes No 

n % n % n % 

Yes 25 45,5 30 54,5 55 100 4,063 
(1,9 – 
8,6) 

< 
0,001 

No 16 17,0 78 83,0 94 100 

Total  41 27,5 108 72,5 149 100   

P value <0,05 considered as significant 

 

The description of the relationship 
between the experience of sexual violence 
and the four depression scales in students 
of the Faculty of Medicine, Universitas 
Pelita Harapan can be seen in Table 3.  

 
Table 3. Relationship between Experiences of 
Sexual Violence and Four Depression Scales 

Experien
ce of 

Sexual 
Violence 

Depression Scale 
Total 

P 
value Normal Mild Moderate Severe 

n % n % n % n % n % 

No 78 83,0 10 10,6 5 5,3 1 1,1 94 
100 0,003 

Yes 30 54,5 14 25,5 9 16,4 2 3,6 55 
100 

Total  108 88,6 17 16,1 14 9,4 3 2,0 149 
100  

P value <0,05 considered as significant.  

 

The description of the relationship 
between the experience of sexual violence 
and the two depression scales in students 
from the Faculty of Medicine, Universitas 
Pelita Harapan can be seen in Table 4. 

 
Table 4. Relationship between the Experience 
of Sexual Violence and the Two Depression 
Scales 

Experien
ce of 

Sexual 
Violence 

Depression Scale 
Total 

OR 
(95% 
CI) 

P 
value 

Normal - 
mild 

Moderate 
- severe 

n % n % n % 

No 88 93,6 6 6,4 94 100 3,667 
(1,2 – 
10,5) 

0,024 

Yes 44 80,0 11 20,0 55 100 

Total  132 88,6 17 11,4 149 100   

P value <0,05 considered as significant 

 

The description of the relationship 
between the amount of experiences of 
sexual violence with the incidence of 
depression in students of the Faculty of 
Medicine, Pelita Harapan University can 
be seen in Table 5. 

 

Table 5. The Relationship between the 
Amount of Sexual Violence Experiences and 
the Incidence of Depression 

Amount 
of Sexual 
Violence 
Experien

ce 

Depression 
Incidence Total OR 

(95% CI) 
P 

value Yes No 

n % n % n % 

>1 type 9 81,8 2 18,2 11 100 7,875 
(1,5 – 
41,03) 

0,018 

1 type 16 36,4 28 63,6 44 100 

Total  25 45,5 30 54,5 55 100 
  

P value <0,05 considered as significant 

 

The description of the relationship 
between the age of experience of sexual 
violence and the incidence of depression in 
students of the Faculty of Medicine, Pelita 
Harapan University can be seen in Table 6. 

 
Table 6. Relationship between Experience of 
Sexual Violence and Incidence of Depression 

Age of 
Experience of 

Sexual 
Violence 

Depression Incidence 
Total 

P value 
No Yes 

n % n % n % 

Age <6  4 66,7 2 33,3 6 100 

0,897 

Age 6 – 12  3 60,0 2 40,0 5 100 

Age >12 – 
16 

12 54,5 10 45,5 22 100 

Age >16  11 50,0 11 50,0 22 100 

Total  44 80,0 11 20,0 55 100 
 

P value <0,05 considered as significant 
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Discussion 

This study examines the relationship 
between sexual violence and the incidence 
of depression in students of the Faculty of 
Medicine, Pelita Harapan University which 
was carried out in the period January 2021 
to March 2021. The grouping of 
respondents who experienced depression 
was obtained from three categories of 
depression grouped by researchers, 
namely mild depression, moderate 
depression, and depression. major 
depression. The results obtained from this 
study indicate that of the 149 respondents 
involved, as many as 55 people have 
experienced sexual violence, with the most 
common form of sexual violence 
experienced is sexual harassment. Among 
the 55 people, 45.5% of them were 
depressed while the other 54.5% were not 
depressed. A total of 94 people have never 
experienced sexual violence, and 17% of 
them are depressed, while 83% are not 
depressed. The results of the statistical test 
obtained a p value of < 0.001, which 
indicated that there was a significant 
relationship between the experience of 
sexual violence and the incidence of 
depression. 

This study also saw that there was an 
increase in depressive symptoms in 
respondents who experienced sexual 
violence. The increase in these symptoms 
can be seen based on a depression scale 
which is grouped into normal, mild, 
moderate, and severe categories. To fulfill 
the requirements of the chi-square test, the 
authors grouped the categories into two, 
namely the normal – mild and moderate – 
severe categories. Of the 55 respondents 
who had experienced sexual violence, 80% 
were classified as normal-mild depression, 
and 20% were classified as moderate-
severe depression. Meanwhile, of the 94 
respondents who had never experienced 
sexual violence, 93.6% were classified as 
normal – mild depression, and 6.4% were 
classified as moderate – severe 
depression. The results of the statistical 
test got a p-value of 0.024, which indicates 
a significant relationship between sexual 
violence and depression scale. 

The results of this study are in 
accordance with research conducted by 
Tarzia which examined the relationship 
between sexual violence and poor mental 
health in women in Australia. The results of 
this study indicate that women who have 
experienced sexual violence tend to feel 
depressed compared to women who have 
not experienced sexual violence.7 This is 
also in accordance with the theory which 
states that if there is an experience that is 
negative and unexpected, it will increase 
the occurrence of depression.9,10 An 
unexpected experience will also trigger 
stress, which if it lasts a long time. it will 
affect a person to be vulnerable to 
depression. This is also stated in a study 
conducted by Houle who found that sexual 
violence was also stated as an unwanted 
approach that became a trigger for stress, 
and was associated with an increase in 
depressive symptoms.4 

Of the seven types of sexual violence 
experienced by respondents, as many as 
20% of respondents who have experienced 
sexual violence claim to have experienced 
more than one type of sexual violence, 
while the other 80% only experienced one 
type of sexual violence. The results of the 
analysis test found that there was a 
significant relationship between the amount 
of experiences of sexual violence and the 
incidence of depression. However, this 
result can also be influenced by bias, 
namely the gap between the number of 
respondents who experienced one type of 
sexual violence and those who experienced 
more than one type of sexual violence. 
However, research conducted by Tarzia 
suggests that fewer experiences of sexual 
violence may be related to women's mental 
well-being at that time. Women who 
experience at least one type of sexual 
violence are also said to have a tendency 
to experience depression.7 The results of 
research conducted by Houle also stated 
that someone who experienced sexual 
violence more often would have a higher 
incidence of depression than someone who 
had never experienced sexual violence.4 
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The cause of the occurrence of 
depression can be caused by several 
things, one example is the presence of an 
experience in early life that is unwanted or 
negative.4,9 This is not in accordance with 
the results of this study, where there was no 
significant relationship between the time of 
experience sexual violence with the 
incidence of depression, which is obtained 
p value of 0.897. However, this is in 
accordance with the results of research 
conducted by Tarzia. The study found a 
relationship between sexual violence in 
adulthood with the onset of depression, but 
the association disappeared after adjusting 
for childhood sexual abuse.7 This could be 
due to the absence of an association 
between the experience of sexual violence 
in early life and the occurrence of 
depression in this sample, the absence of a 
strong enough effect of the experience of 
sexual violence to cause depression, or the 
presence of a group that had protective 
factors against depression. Vulnerability to 
depression can be caused by a person's 
ability to overcome a stressor, such as by 

having good coping mechanisms, reasons 
for living, and spirituality.7,11 

Conclusion 

Based on the results of the study, it can 
be concluded that there is a significant 
relationship between sexual violence and 
the incidence of depression in students of 
the Faculty of Medicine, Pelita Harapan 
University. 

Recommendation 

It is hoped that further research will be 
able to examine the experience of sexual 
violence more deeply, by looking for further 
factors that can affect mental health 
conditions as a result of the experience. 
Further research is also expected to find 
out whether there is sexual violence that 
occurs in the Faculty of Medicine, Pelita 
Harapan University. It is also hoped that 
female students who have experienced 
sexual violence can report and seek help in 
order to avoid the impact of mental health 
problems that can occur, such as 
depression.
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Glossina morsitans (G. morsitans), commonly known as tsetse fly, have 

caused public health concerns throughout the years. G. morsitans is the 

vector for Trypanosoma brucei (T. brucei), the parasite responsible for 

causing the deadly African sleeping disease (African trypanosomiasis). 

Researchers have searched for ways to contain this disease, but to little 

avail. Fortunately, new advances in sequencing methods have given 

researchers a new opportunity to win the war against the disease. The 

whole-genome sequence of G. morsitans provides essential data 

regarding involved genes that transmits T. brucei to humans. Information 

about those unique genes facilitates researchers to create new methods 

to prevent G. morsitans from becoming the vector of T. brucei, enabling 

the containment of this disease. With this, we review the unique genes in 

the G. morsitans genome, such as those that contribute to blood-feeding 

ability, establish a relationship with symbionts, and G. morsitans unique 

sensory genes, with an expectation that it would enhance our knowledge 

of G. morsitans as the vector for parasites causing African 

trypanosomiasis.   

 
Introduction  

 
The tsetse fly (G. morsitans) is the 

vector of T. brucei, a parasite that causes 
human African trypanosomiasis (HAT). HAT 
can infect humans and animals, impacting 
the human population, livestock and food 
supply. As G. morsitans is endemic to sub-
Saharan Africa, around 70 million people in 
the region are at risk of contracting HAT.1 
Although treatments are available, they are 
relatively expensive and are not affordable 
for most people. Furthermore, there have 
been several reports of resistance to the 
available drugs, which calls out for a new 
drug development. At the moment, vaccine 
discovery is still an ongoing project.2  

A way to minimize the disease’s spread 
is by controlling the vector, G. morsitans. 
Whole-genome sequencing (WGS) of G. 

morsitans genome provides new ways to 
analyze its genetics and opens the door to 
many possibilities. Attardo and his team 
were ones of the pioneers who used WGS 
technology to sequence G. morsitans 
genome.  Attardo and his team WGS 
project resulted in 366 megabases of G. 
morsitans genome, in which there are 
12,308 predicted protein-encoding genes. 
The predicted protein accounts for 
properties such as a family of lactation-
specific proteins, reduced complements of 
host-pathogen recognition proteins, and 
genes that are responsible for blood-
feeding.1 Whole-genome sequencing of G. 
morsitans enables us to analyze the unique 
genes that distinguish this species with 
other flies, and how its role as T. brucei 
vector. The most notable genes are those 
related with its ability as a blood feeder, the 
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ability to enable a symbiotic relationship with 
pathogens, and unique sensory genes. That 
genetic information subsequently could be 
used, controlling G. morsitans population to 
tackle the HAT.  

Trypanosoma brucei, Glossina 
morsitans and the present situation  

HAT has caused unrest among sub-
Saharan Africans since its discovery in 1901 
due to the mortality it caused. Once 
transmitted by the vector G. morsitans, this 
parasite will enter the bloodstream of 
humans. As depicted in Figure 1, after two- 
or three weeks post-infection, the disease 
would progress into two clinical stages, i.e., 
the hemolymphatic and 
meningoencephalitis stages.3 The first 
stage, the hemolymphatic stage, begins 
after two or three weeks and can be 
diagnosed by the occurrence of fever 
episodes, liver problems, and a painful 
lymph node’s swelling. In this first stage, the 
parasite has successfully invaded the blood 
and the lymph fluid. However, this stage is 
often undiagnosed and untreated since 
people think of it as a simple fever. The 
second stage is the meningoencephalitis 
stage. The parasites had crossed the body's 
blood-brain barrier and invaded the central 
nervous system (CNS) and the 
cerebrospinal fluid. This second stage 
appears slowly, and ranges from months to 
years.  

 

Figure 1. Life cycle of T. brucei and stages of 
infection. Human stages depict the presence of 

Trypanosoma brucei in humans, while G. 
morsitans stages depict the presence of the 
parasite within the fly (Centers for Disease 

Control and Prevention, 2022). 

When T. brucei has successfully 
invaded the CNS, host immune responses 
will cause inflammation in the CNS. The 
inflammation would cause damage to the 
brain. In the terminal stage, patients will 
have dementia with incoherence and 
seizures due to the demyelination of the 
cells.5 The most common cause of death is 
due to heart failure, brain inflammation 
(encephalitis), as well as weight and muscle 
loss (cachexia).6 The term “sleeping 
disease” is derived from the fact that the 
parasite infects the hypothalamus that 
controls the circadian rhythm. Thus, an 
infection by the parasite will disturb the 
cycle.  

Until now, HAT has been managed by 
using active or passive detection and 
treatment programs.8 Healthcare workers 
conduct active detection to determine 
whether an individual contracts HAT by 
observing their symptoms and running 
relevant tests. Passive detection is done 
independently, where individuals decide 
whether or not they have contracted the 
disease by comparing their symptoms to the 
guidelines given by health institutions.7 
However, these methods are inefficient 
since the current diagnostic procedure used 
in active detection is costly. Moreover, the 
procedure used in passive detection is 
flawed due to the non-specific symptoms 
presented in the early stages of the 
disease.8  

Since a specific vaccine is still 
unavailable, a fast and accurate diagnosis 
will be necessary, as poor surveillance may 
result in a re-emerging epidemic.9 Scientists 
are currently developing new rapid 
serodiagnostic tests for HAT, with an 
expectation that those tests can be used in 
a particular region with a high risk of 
infection and thus, novel rapid 
serodiagnostic tests will give more 
countermeasures against HATin that area.10 
In parallel, controlling the vector would be 
crucial as G. morsitans is the sole vector of 
T. brucei. An ability to control G. morsitans 
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would significantly contribute to the 
eradication of HAT. Therefore, the following 
parts of this review are dedicated to better 
understand the vector. 

Blood feeding and nutrition uptake by G. 
morsitans 

G. morsitans are unique since they 
consume blood as their primary nutrient, 
despite coming from the Diptera order. 
Three genes, i.e., tsal, putative adenosine 
deaminases, and insect growth factors 
(ADGF)-related and aquaporin genes, play 
a crucial role in the blood-feeding 
characteristic of G. morsitans. When blood 
from another organism is transferred to 
another, the immune system will detect it as 
foreign, resulting in activation of the 
complement cascade and the formation of a 
blood clot.11 However, in G. morsitans case, 
blood is their meal, and they need to be able 
to access non-coagulated blood. Thus, a 
non-coagulation protein is required. This is 
where the tsal gene plays the role (tsal 
stands for “tsetse salivary”), in which there 
are three distinct contributing genes: tsaI1 
(GMOY012071), which encodes for tsal1 
protein, and tsal2a (GMOY012361), which 
encodes for tsal2a protein, and tsal2b 
(GMOY012360) which encodes for tsal2b 
protein.12 The functions of these genes were 
deducted through multiple sequence 
alignment by Caljon et al10.  

The tsal1, tsal2a and tsal2b genes from 
G.morsitans were compared to homologous 
genes annotated as putative salivary gland 
nucleases in Culex quinquefasciatus 
(southern house mosquito), Phlebotomus 
argentipes (sand flies) and Lutzomyia 
longipalpis (sand flies), as well as the 
Marsupenaeus japonicus shrimp 
hepatopancreatic nuclease and the Serratia 
marcescens nuclease. The analysis can be 
seen in Figure 2. The tsal gene family 
encodes high-affinity nucleic acid-binding 
proteins without strong endonuclease 
activity.13 One of the compounds in G. 
morsitans saliva is the product of the tsetse 
thrombin inhibitor (TTI) gene, which plays a 
huge role in anticoagulation and 
antithrombotic activity during blood feeding. 
Not only serves as an anticoagulant agent, 

but this inhibitor also inhibits thrombin-
induced platelet aggregation.14 Taken 
together, genes encoding for G. morsitans 
saliva are really essential. Without those 
genes, G. morsitans will not be able to feed 
blood and survive. 

 

Figure 2. Multiple sequence analysis of tsal genes 
with homologous genes (Franco et al., 2018). Three 
tsal genes of Glossina morsitans were compared to 

homologous genes from P. argentipes, L. longipalpis, 
C. quinquefasciatus and M. japonicus. The species 
names in red have a confirmed nuclease activity in 
their genes. The black box represents the putative 

nuclease active site region. The black highlight 
indicates amino acid similarity in all eight species.  
The purple highlight represents histidine residues 

that supposedly are important for nuclease catalytic 
activity. 

Other genes that enable blood-feeding 
are the uncharacterized adenosine 
deaminases insect growth factors (ADGFs)-
related gene and the aquaporin gene. The 
still-yet uncharacterized abundant salivary 
gland’s protein reduces inflammation 
caused by adenosine and inosine-induced 
mast cell activation. A mast cell is activated 
when an antigen is detected by IgE bound 
to FcϵRI on the mast cell surface.15 Blood 
contains a variety of antigens. There is a 
high possibility that one of those antigens 
will react with IgE and cause inflammation. 
Since inflammation is not desirable during 
feeding, the putative ADGF-related protein 
will suppress mast cell activation. Another 
essential gene during the blood-feeding by 
G. morsitans is the aquaporin gene. G. 
morsitans has ten aquaporin genes, in 
contrast to six and eight respective genes in 
mosquitoes and Drosophila sp., 
respectively. The presence of aquaporin 
genes ensures water homeostasis following 
the blood meal.1 This mechanism is vital 
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since the ingested blood is equivalent to the 
G. morsitans weight. Hence, excess water 
needs to be excreted quickly to reduce body 
density.1 

 

The relationship between G. morsitans 
and its symbionts  

One of the interesting features of G. 
morsitans biology is how symbionts (i.e., an 
organism living in symbiosis with another 
organism, such as gut microbiota and 
humans) reside and evade G. morsitans 
immune response. Some factors enable this 
phenomenon, comprising external factors, 
genetic factors, and the capability of 
pathogens themselves.16 Aside from hosting 
the T. brucei parasite, G. morsitans also 
hosts other symbionts, such as 
Wigglesworthia glossinidia, which lives 
intracellularly in the midgut and 
extracellularly in lumen milk gland, 
Wolbachia spp. which resides in gonadal 
tissues, Sodalis spp. which resides in 
digestive and reproductive organs, as well 
as the salivary gland hypertrophy virus 
which resides in the salivary glands.17 G. 
morsitans competence to act as a host for 
these symbionts depends on multiple 
factors such as age, sex, and overall health 
condition. A study was conducted to analyze 
G. morsitans capability to eliminate 
pathogen invasion to find whether tsetse 
has an inherited defective immune system 
or other factors at play.18 The experiment 
involved feeding Trypanosoma-infected 
blood to G. morsitans.  In an optimal 
condition, less than 50% of the lab-grown 
tsetse flies that had fed Trypanosoma-
infected blood became infected with T. 
brucei. This finding suggests that normal 
tsetse flies with adequate nutrition and 
environment can resist the parasite’s 
infection.  

 

Figure 3. Factors that affect T. brucei, G. morsitans, 
and human infections. The interaction between the 

parasite, the vector and human or animal host dictate 
the incidence rate of African trypanosomiasis. In 

addition, the environmental changes will influence 
this three-party interaction as well. 

However, the environmental condition 
in sub-Saharan Africa differs from the one in 
the lab. Global climate changes, such as 
changing temperature, rainfall patterns, 
urbanization, deforestation, grassland 
degradation, and overgrazing, will affect the 
infection rate.16 The summary of the factors 
that affect Trypanosoma infections can be 
seen in Figure 3. The geographical 
distribution of Trypanosoma reservoirs, 
nutritional behavior, and development of 
Trypanosoma will be affected. Thus, G. 
morsitans and humans will also be affected. 
It could be that deforestation and 
urbanization cause G. morsitans to lose 
their original habitat and therefore move into 
closer contact with human populations. 
Furthermore, the constant climate change 
activity may weaken the G. morsitans 
immune system and impede the infection 
containment. 
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Figure 4. List of peptidoglycan recognition proteins 
(pgrp) genes in Glossina sp. and Drosophila sp. and 
their respective functions. While Drosophila sp. has 
13 pgrp genes, Glossina sp. only has 6 pgrp genes. 

 

G. morsitans genetics also influences 
the immune response towards its 
symbionts. A reduced number of genes 
responsible for microbial detection will 
simultaneously lower the immune 
response.19 Genes responsible for microbial 
detection are crucial since they signal the 
body that there is a foreign invader that 
needs to be neutralized. Pathogen detection 
is a multistep process that requires contact 
between host (G. morsitans) pattern 
recognition receptors (PRRs) and 
pathogen-associated molecular patterns 
(PAMPs). Subsequently, a symbiont must 
be able to withstand the activity of various 
proteins, such as peptidoglycan (PGN) 
recognition proteins (PGRPs), antimicrobial 
effector peptides (AMPs) produced by 
immune deficiency (IMD) pathway, midgut 
lectins, and other proteins.1 Figure 4 
compares PGRP components between 
Drosophila and Glossina spp. Drosophila 
sp. has 13 PGRPs that play a role in 
peptidoglycan (PGN) recognition. While, G. 
morsitans only has six identified pgrp genes, 
four in the long subfamily (pgrp-la, -lb, -lc, 
and -ld) and two in the short subfamily (pgrp-
sa and -sb).1,15 Glossina morsitans lack 
several PGN receptors (pgrp-le, -lf, -sc, and 
-sd) found in Drosophila sp. PGN receptors 
are important in microbial detection since 
PGN is the essential component of the cell 
wall of most bacteria. The absence of PGN-
detecting genes causes insensitivity to 
pathogenic invasion. Hence, an attenuated 

immune response will be exhibited.1 
Therefore, this is the most probable cause 
of why symbionts can reside within the G. 
morsitans.  

In the case of infection by T. brucei, this 
parasite has evolved. It uses two 
mechanisms to escape from the G. 
morsitans immune system and 
simultaneously uses G. morsitans 
attenuated immune system to its 
advantage.9 First, T. brucei can evade the 
immune response by overcoming the 
complement system by recycling its variant 
surface glycoprotein (VSG). The classical 
complement pathway, activated by 
antibodies, can be overcome through a 
rapid VSG-recycling system that removes 
IgGs from its surface.20  

Secondly, T. brucei can suppress T-cell 
proliferation by eliciting suppressive 
macrophage by activating a parasite 
membrane protein, Trypanosoma 
Suppression Immunomodulating Factor 
(TSIF). As a result, the induced macrophage 
will produce nitric oxide and prostaglandins 
responsible for impairing T-cell proliferation 
during the early infection stage. These 
macrophages also have a reduced ability to 
activate specific T cells since macrophages' 
ability to present peptides via their MHC 
class II is diminished. Therefore, parasites 
are free to thrive.21 

 

Sensory genes of G.morsitans 

Population growth of G. morsitans 
needs to be controlled and reduced, if 
possible. One way is by using traps. 
Therefore, it is important to determine the 
traps that attract G. morsitans. Scientists 
currently use one unique feature of G. 
morsitans to lure them more easily to the 
traps, which is through their sensitivity to 
color.22 G. morsitans visual systems are 
similar to other calyptrate Diptera (e.g., 
house flies and blowflies), in which each 
ommatidium (a cluster of photoreceptors) 
consists of eight photoreceptors (R1 to R8). 
The Rh5 gene encodes those 
photoreceptors.1,23  
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Photoreceptors R1-R6 are similar 
across each ommatidium, as they are 
sensitive to ultraviolet (UV) and blue 
wavelengths. On the other hand, 
photoreceptors R7 and R8 are located at the 
center of each ommatidium. The R7 and R8 
have two forms: ‘y’ is sensitive to green-
yellow wavelengths and ‘p’ is sensitive to 
blue wavelength.19 While the R8y form is 
most sensitive to yellow-green wavelengths, 
the R7y form is most sensitive to UV 
wavelength since ‘y’ has an accessory 
sensitizing pigment sensitive to UV. The 
R8p form is most susceptible to blue 
wavelength, and R7p is most sensitive to 
lower UV lengths. Since tsetse flies are 
sensitive to those two types of color (green-
yellow or blue-UV), a study by Santer 
determined which color was preferred by G. 
morsitans.20 It was discovered that the blue 
wavelength was preferred over the green-
yellow wavelengths. Therefore, blue-
colored traps should be used since they will 
create a higher chance of catching G. 
morsitans in the environment.  

 

Conclusion   

WGS of G. morsitans are able to give 
us a better understanding of its role as the 
vector of T. brucei. Five essential genes 
drive G. morsitans to become a prime vector 
for T. brucei. The first three are the tsal, 
ADGF-related, and aquaporin genes. These 
unique genes are crucial for the growth and 
development of G. morsitans as a blood-
feeder and may be good candidates for 
vaccine targets. The next gene is the 
reduced pgrp genes which enable parasites 
and bacteria to evade G. morsitans immune 
response. The final gene is the Rh5 gene 
that causes G. morsitans to be sensitive to 
color. This finding is used to develop a 
control strategy to reduce G. morsitans 
population by setting up traps with blue 
color. In conclusion, the whole-genome 
analysis of G. morsitans facilitates a better 
understanding of G. morsitans behavior. 
This information could help to control and 
even prevent the spread of human African 
trypanosomiasis
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Cancer treatments have developed over the years. A particular improvement 
is the utilization of oncolytic viruses to treat cancers. Oncolytic viruses are 
one of the immunotherapeutic tools that potentially could provide good 
results and benefits to the patients. Oncolytic viruses could mediate 
antitumor effects. Indeed, the connection between viral infections and 
cancer treatment have been reported historically. It is known that oncolytic 
viruses prefer to infect cancer cells rather than normal cells, resulting in the 
presentation of tumor-associated antigens to the immune system, boosting 
immunological activity in the tumor microenvironment, as well as assisting in 
the expression of inflammatory and immunomodulatory cytokines. Oncolytic 
viruses are a novel regimen in the cancer therapy, in which knowledge and 
technology of utilizing oncolytic viruses to treat cancer are still evolving. 
Importantly, clinical trials demonstrated that the viruses were well tolerated 
by cancer patients. Considering its potency and prospect, oncolytic viral 
treatments could be a useful additional tool for cancer therapy. 

 

 
Introduction 
 

Cancer is one of the leading causes of 
mortality worldwide with nearly 10 million 
deaths in 2020, in which the most common 
death-causing cancers in 2020 were lung, 
colon and rectum, liver, stomach and breast 
cancers.1,2 Multiple treatments have been 
developed in treating cancer, however its 
prevalence, morbidity and mortality are still 
high. The conventional treatments, including 
surgery, chemotherapy, hormonal therapy 
and radiotherapy, mostly provide a limited 
durable effect in patients with advanced 
cancer. The exception presumably applies 
for hematological and testicular cancer, in 
which they can be cured with the current 
therapies if they are detected at the early 
stage.3,4 Therefore, the cancer treatments 
are continuously advanced to create a better, 
more effective regimen in treating cancers. 
Oncolytic virus is one, arguably, of such 

innovations. Surprisingly, the concept of 
oncolytic viruses is not exactly novel in the 
medical field. There have been numerous 
case reports, suggesting that there is a 
connection between infections by microbes 
and the spontaneous regression of tumor.5  

 
The first evidence might be the writing in 

the Ebers Papyrus around 1550 BC, stating 
that the Egyptian physicians used poultice 
followed by incision to induce infection in 
order to treat tumor.6 Another evidence is 
from the year 1320, when Peregrine Laziozi 
had suffered from cancer in his tibia, which 
then needed to be amputated. The cancer 
had grown through his skin, causing an 
infection in the area. Something intriguing 
occurred after the infection, nevertheless, in 
which the tumor started to disappear and no 
recurrence observed afterward. The 
phenomenon was known as ‘St. Peregrine 
tumor’.7 In the 17th and 18th centuries, a 
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procedure of creating open surgical wounds 
to allow infections occurred were considered 
to be useful. Reports had also shown that 
several leukemia patients became disease-
free after viral infections.8 A female patient 
with acute leukemia in 1904 and a female 
patient with cervical cancer in 1912 reported 
a reduction of tumor proliferation and 
demonstrated tumor necrosis after viral 
infection.9 However, using viruses as a 
cancer treatment was unheeded. In addition, 
the very strict regulation in testing and 
implementing a new treatment’s method 
have impeded the clinical adoption of this 
concept. Indeed, it took three decades for 
this concept to re-emerge with a novel name 
as ‘oncolytic viruses’.3 

 
Oncolytic viruses are viruses that able to 

infect and lyse tumor cells, naturally or 
artificially. The aim of the artificial 
modification is to increase efficacy and safety 
of using oncolytic viruses.10 Oncolytic viruses 
have been suggested to be a novel cancer 
therapy’s advancement, as they provided a 
durable and effective responses in the 
clinical trials.5 Oncolytic viruses have also 
shown to be able to stimulate the immune 
system against tumor cells, which eventually 
modulate the development of antitumor 
response. It is postulated that the immune 
stimulation occurs due to several 
mechanisms that happen in the tumor 
microenvironment, which will be 
subsequently discussed.11 There have been 
numerous clinical trials involving oncolytic 
viruses with different modifications and in 
combination with other antitumor therapies 
thus far. The usage of oncolytic viruses is an 
attractive concept, hence it could explain why 
there have been more than 100 clinical trials 
using those viruses.12 Most of the reported 
trials were in phase I and II, while some were 
already in phase III. Taken together, this 
would be an exciting period to witness 
whether those findings would support the 
clinical implementation of using oncolytic 
viruses to treat cancers. 
 
 

Oncolytic viruses and cancers 
Certain DNA viruses that might have the 

potential to be oncolytic are adenovirus 
(family: Adenoviridae), vaccinia virus (family: 
Poxviridae), herpesvirus (family: 
Herpesviridae) and parvovirus H1 (family: 
Parvoviridae).13 Adenovirus, vaccinia virus 
and herpesvirus are double-stranded DNA 
virus, while parvovirus H1 is single-stranded 
DNA virus. The replication’s site for 
adenovirus, herpesvirus and parvovirus H1 
are in the nucleus and cytoplasm, while 
vaccinia virus only replicates in the 
cytoplasm. Unsurprisingly, adenovirus, 
herpesvirus and parvovirus H1 have the 
nuclear integration ability, while vaccinia 
virus does not have it. The cell receptor for 
adenovirus is coxsackie-adenovirus receptor 
(CAR); the ones for herpesvirus are 
herpesvirus entry mediator (HVEM), nectin 1, 
and nectin 2; while the cell receptor for 
parvovirus H1 is sialic acid residues. 
Adenovirus, vaccinia virus and herpesvirus 
do not show immunogenicity upon re-
exposure and penetration across the blood-
brain barrier, while parvovirus H1 exhibits the 
immunogenicity.13 Table 1 describes 
properties of the mentioned DNA viruses. 
 
Table 1. Properties of the mentioned DNA 
viruses (Kaufman et al., 2015). 
dsDNA, double-stranded DNA; ssDNA, single-
stranded DNA; CAR, coxsackie-adenovirus 
receptor; HVEM, herpesvirus entry mediator; +, 
able or shows positive result; -, unable or shows 
negative result. 

Properties Adenovirus 
Vaccinia 

virus 
Herpesvi

rus 
Parvovirus 

H1 

Baltimore 
classificati
on 

Group I: 
dsDNA 

Group I: 
dsDNA 

Group I: 
dsDNA 

Group I: 
ssDNA 

Replication 
site 

Nucleus 
and 
cytoplasm 

Cytoplasm 
Nucleus 
and 
cytoplasm 

Nucleus 
and 
cytoplasm 

Cell 
receptor 

CAR Unknown 
HVEM, 
Nectin 1, 
Nectin 2 

Sialic acid 
residues 

Nuclear 
integration 

+ - + + 

Immunoge
nicity 

- - - + 

Blood-
brain 
barrier 
penetration 

- - - + 
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Several RNA viruses that could be used 
as oncolytic virus are reovirus (family: 
Reoviridae), coxsackievirus (family: 
Picornaviridae), Seneca Valley virus (family: 
Picornaviridae), poliovirus (family: 
Picornaviridae), measles virus (family: 
Paramoxyviridae), Newcastle disease virus 
(family: Paramoxyviridae) and vesicular 
stomatitis virus (family: Rhabdoviridae).13 
Reovirus is double-stranded RNA virus. 
Coxsackievirus, Seneca Valley virus and 
poliovirus are positive-sense, single-
stranded RNA virus. Measles virus, 
Newcastle disease virus and vesicular 
stomatitis virus are negative-sense, single-
stranded RNA virus. The replication site for 
those RNA viruses are in the cytoplasm, 
hence they do not possess the nuclear 
integration ability. The cell receptors for 
coxsackievirus are CAR, intercellular 
adhesion molecule 1 (ICAM-1) and decay 
accelerating factor (DAF); the one for 
poliovirus is CD155; the cell receptors for 
measles virus are signaling lymphocytic 
activation molecule (SLAM) and CD46;  

 
While the one for vesicular stomatitis 

virus is low-density lipoprotein receptor 
(LDLR). Reovirus, coxsackievirus, measles 
virus, Newcastle disease virus and vesicular 
stomatitis virus do not show immunogenicity 
upon re-exposure. While Seneca Valley virus 
exhibits the immunogenicity upon re-
exposure, poliovirus might show the 
immunogenicity. Reovirus, Seneca Valley 
virus, poliovirus and Newcastle disease 
could penetrate the blood-brain barrier, while 
coxsackievirus, measles virus and vesicular 
stomatitis virus cannot penetrate it.13 Table 2 
describes properties of the mentioned RNA 
viruses. 
 

 
 
 
 
 
 
 
 

Table 2. Properties of the mentioned RNA 
viruses (Kaufman et al., 2015). 
dsRNA, double-stranded RNA; ss(+)RNA, 
positive-sense, single-stranded RNA; ss(-)RNA, 
negative-sense, single-stranded RNA; CAR, 
coxsackie- adenovirus receptor; ICAM-1, 
intercellular adhesion molecule 1; DAF, decay 
accelerating factor; SLAM, signaling lymphocytic 
activation molecule; LDLR, low-density 
lipoprotein receptor; +, able or shows positive 
result; -, unable or shows negative result. 

 

 
Oncolytic viruses indeed could infect 

neoplastic cells. A neoplasm comprises cells 
with an abnormal growth’s regulation system, 
results in cellular abnormalities. Neoplastic 
cells could expand disproportionately and 
proliferate in an abnormal way, causing 
problems to their surroundings. Neoplastic 
cells could also migrate from their original 
position via circulatory or lymphatic systems, 
inducing secondary cancers or metastasis. 
This characteristic is the hallmark of 
malignant neoplasms or cancers, in contrast 
to benign neoplasms that remain to its 
original location and do not metastases. The 
metastatic property indeed causes cancers 
to induce significant morbidity and 
mortality.14 In addition, these cancer cells 
could secrete toxic factors as well, causing 
systemic illness.14,15  

 
 
 

Properties 
Reovi
rus 

Coxsac
kievirus 

Seneca 
Valley 
virus 

Poliovirus 
Measles 
virus 

Newcastle 
disease 
virus 

Vesic
ular 
stoma
titis 
virus 

Baltimore 
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The development of cancer cells is 
based on the clonality of tumor, i.e., the 
development from a single cell to proliferate 
abnormally. For a cell to become cancerous, 
it must develop a series of alterations. This 
multistep process involves gene mutations 
(the driver mutations) to activate oncogenes 
and to select cells that have the properties as 
a neoplastic cell. The first step is the tumor 
initiation, in which an alteration in a single cell 
causing an abnormal proliferation. The 
second step is the tumor progression, in 
which additional mutations lead to more 
cancerous cells. The third step is the clonal 
selection, in which several mutated cells 
having selective advantages would become 
the dominant cancer cells.15 In addition, 
cancer cells do not exhibit density-dependent 
inhibition and contact inhibition, hence they 
are able to proliferate continuously, 
eventually migrating over the underneath 
cells and forming multilayered patterns of 
cells. Cancer cells display an autocrine 
growth stimulation, leading to continuous 
auto-stimulation of cell division without 
depending on growth factors produced by 
other cells. Cancer cells could also secrete 
growth factors promoting new blood vessels’ 
formation (i.e., angiogenesis) to supply 
nutrients and support the metastasis. Cancer 
cells have a longer life span as well, 
compared with normal cells, due to the 
resistance to apoptosis.15 

 
There are several major groups of 

cancer, including carcinomas, sarcomas, 
leukemias and lymphomas. Carcinomas are 
malignant neoplasm of the epithelial tissues, 
comprising approximately 90% of human 
cancers. Sarcomas are malignant neoplasm 
of the connective tissues (muscle, bone, 
cartilage and fibrous tissue) in humans. 
Leukemias and lymphomas are cancers of 
white blood cells and cancers of the gland or 
nodes of the lymphatic system, respectively, 
comprising approximately 8% of human 
cancers.14,15 
 
 

Mechanism of action of oncolytic viruses 
in treating cancer cells 

Oncolytic viruses could be administered 
to the patient via an injection directly to the 
tumor (intratumoral), subcutaneous, 
intraperitoneal, intravenous or intratechal (an 
injection into the spinal canal).16 After the 
administration, the viruses would infect 
cancer cells by targeting the cell receptors to 
enter the cells. Within the cancer cells, 
oncolytic viruses started to create their 
particles using the host’s cell machinery. As 
major characteristics of cancer cells include 
immune evasion and abnormal apoptotic 
regulation, the oncolytic viruses could exploit 
these properties to obtain an abundant time 
to complete their life cycle.13 Furthermore, 
the innate signaling pathway, including 
retinoic acid-inducible gene 1 (RIG-1), 
interferon regulatory factor 7 (IRF-7), 
interferon regulatory factor 3 (IRF-3) and 
Janus kinase-signal transducer and activator 
of transcription (JAK-STAT), of the cells is 
downregulated, thus minimizing the 
detection of viral particles by the host’s innate 
immunity (e.g., Toll-like receptors and RIG-1) 
as well as suppressing the cellular antiviral 
pathway’s mechanism. As a result, the 
production of type-1 interferon (IFN), 
inflammatory cytokines and protein kinase R 
(PKR) are downregulated.13 Of note, 
functions of type-1 IFN are to promote 
immune response, to reduce cellular 
proliferation, and to activate the pro-
apoptotic protein p53. In addition, functions 
of PKR are to inhibit protein translation and 
to prevent viral particles’ production, which 
will eventually stop the viral spreading.17,18 

The viral replication within the cancer 
cells would eventually induce cell lysis and 
cell death, such as apoptosis, pyroptosis and 
necrosis.13 The viral infection induces 
dysfunction of cellular organelles and incites 
the oxidative stress. The oxidative stress is 
caused by the production of reactive nitrogen 
species and by the endoplasmic reticulum 
stress due to an elevated levels of 
intracellular calcium.19 Furthermore, the cell 
lysis would release new viral progeny to 
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infect other tumor cells and induce the 
antitumor immunity systematically by 
releasing several proteins, such as tumor-
associated antigens. The released tumor-
associated antigens could activate the 
adaptive immune response, which results in 
tumor regression, including cancer cells at 
distant sites (i.e., metastatic cancer).   

 
Furthermore, pathogen-associated 

molecular patterns (PAMP), danger-
associated molecular patters (DAMP) and 
cytokines are released after cell death, 
promoting the maturation of antigen-
presenting cells, such as dendritic cells. The 
activated dendritic cells would process 
tumor-associated antigens and present them 
to activate CD4+ and CD8+ T cells.3,13,20 The 
activated CD4+ and CD8+ T cells would 
subsequently recognize and destroy the 
corresponding neoplastic cells. CD4+ T cells 
would also stimulate B cells to mature into 
plasma cells to release specific antibodies. 
Those specific antibodies would facilitate the 
antibody-dependent cellular cytotoxicity 
(ADCC) on tumor cells by natural killer (NK) 
cells as well as the phagocytosis by M1 
macrophages. B cells could also be activated 
by the interaction between B-cell receptors 
with the oncolytic viruses. In addition, DAMP 
could also activate NK cells to kill neoplastic 
cells that downregulated their major 
histocompatibility complex (MHC) class I 
expression. CD8+ T cells will target tumor 
cells that express MHC class I on the cell 
surface. After the interaction between T-cell 
receptor and peptide-MHC class I, CD8+ T 
cells would be activated and release 
cytotoxic molecules (such as Granzyme B 
and Perforin) and IFN-gamma. These 
concerted actions increase the 
immunological activity within tumor 
microenvironment.3,13 The summary of 
antitumor immunity’s induction by oncolytic 
viruses could be seen in Figure 1. 

 

 
 

Figure 1. Antitumor immunity of oncolytic Viruses 
(Hemminki et al., 2020). 

The tumor microenvironment of advanced cancers 
naturally inhibits the antitumor immune response. This 

activity could be enhanced, nonetheless, following 
lysis of cancer cells (oncolysis) by oncolytic virus. A. 

viral progeny, pathogen-associated molecular patterns 
(PAMPs), danger-associated molecular patterns 
(DAMPs) and cytokines are released after the 

oncolysis, which activating dendritic cells (DCs). B. 
Mature DCs activate CD4+ and CD8+ T cells. C. B-
cells activation, through support of CD4+ T cells, 

would allow plasma cells (not shown) to secrete high-
affinity, specific antibodies. D. CD8+ T cells and 

natural killer (NK) cells would subsequently target and 
destroy the tumor cells. 

 

Limitation and advancement of using 
oncolytic viruses to treat cancers 

Limitations of using oncolytic viruses for 
cancer treatment are the safety, efficacy and 
cancer cell’s susceptibility to cell death 
(apoptosis, pyroptosis and necrosis). In 
terms of safety, wild-type oncolytic virus 
might able to infect healthy cells as well. In 
terms of efficacy, the viral ability to infect and 
methods of administration are the 
challenges. In terms of susceptibility to cell 
death, the candidate oncolytic virus must be 
evaluated whether it is effective in inducing 
lysis of cancer cells (i.e., oncolysis). 
Therefore, advancement must be conducted 
on the oncolytic viruses to tackle those 
limitations. 
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Many oncolytic viruses have a natural 
tropism for cancer cell’s surface proteins. For 
example, while herpesvirus recognizes 
cancer receptor HVEM and selected nectins, 
coxsackievirus recognizes ICAM-1 and DAF, 
as well as poliovirus recognizes CD155 for 
cell entry.13 But oncolytic viruses could be 
engineered to target specific cell receptors, 
hence increasing their specificity. As an 
example, the modified adenovirus Ad5/3-Δ24 
would bind to integrins that are highly 
expressed on the surface of ovarian cancer 
cells.21–23 Oncolytic virus could also be 
engineered to enhance tumor tropism for 
cancers that have a low receptor’s 
expression. For example, the adenovirus 
DNX-2401 showed a durable response in 
20% of glioma patients due to the increase in 
tumor tropism.24 

 
Another purpose of the modification is to 

exploit the cancer property and its molecular 
mechanisms (such as immune evasion and 
apoptotic resistance mechanism), to reduce 
the pathogenicity, to increase the antitumor 
immunity, to enhance the lytic activity and to 
reduce the antiviral immune responses. 
Normal infected cells would activate PKR, 
which inhibits protein translation, eventually 
preventing the production of viral particles. In 
contrast, cancer cells have an abnormal PKR 
activation. A modified herpesvirus with gene 
deletion encoding ICP34.5 and US11 
preferably would lyse tumor cells than normal 
cells. The gene deletion results in the viral 
inability to inhibit the PKR activation, thus it 
can only replicate well within cancer cells.25,26 
Next, inserting promoters that are 
preferentially more active in cancer cells 
could help oncolytic viruses to exploit the 
inner mechanism of cancer cells. For 
example, a modified adenovirus with E1A 
gene promoter for PSA would facilitate a 
selective targeting to prostate cancer cells, 
as normal cells do not express E1A.27 

 
Viral genome modification by gene 

deletion or transgene expression could 
enhance the antitumor immunity within the 
tumor microenvironment. The deletion of 

ICP47 gene in herpesvirus permits 
transporter associated with antigen 
processing (TAP) complex to function, thus 
the infected cells could present antigen to 
CD8+ T cells.28 Transgene expression of 
granulocyte-macrophage colony-stimulating 
factor (GM-CSF) within genomes of 
herpesvirus, adenovirus and vaccinia virus 
could promote the maturation and 
accumulation of dendritic cells, hence 
improving the presentation of tumor-
associated antigen and the stimulation of T-
cell responses.25,29,30 Transgene expression 
could also enhance the lytic activity through 
an inclusion of ‘suicide genes’, which 
expressed by tumor-enriched/tissue-specific 
promoters. For example, transgene 
expression of cytosine deaminase (CD) and 
adenovirus death protein (ADP) would 
increase the lytic efficiency, in which the CD 
could convert 5-fluorocytosine into 5-
fluorouracyl, while the ADP, the nuclear 
membrane glycoprotein, is used for the 
efficient cell lysis and the release of viral 
particles.31,32 

 
While the immune activation would 

mainly eliminate cancer cells, it could also 
generate the antiviral immunity to eliminate 
the oncolytic virus. Prevention of the viral 
neutralization could increase the 
administrative efficiency. One strategy is to 
use alternative viral serotypes to limit viral 
neutralization. Another strategy is to perform 
viral coat PEGylation and polymer coating to 
suppress viral neutralization.33–35 Using cells 
as a carrier, e.g., mesenchymal stem cells, to 
protect oncolytic viruses had been tested as 
well.36,37 These strategies could circumvent 
the issue of administration’s efficiency. An 
intratumoral administration would be more 
efficient as it is directly administered into the 
cancer mass, hence minimizing the 
probability of viral neutralization. However, 
this method could not be used for 
inaccessible or multifocal cancers, e.g., 
pancreatic or brain tumors. In these cases, 
the systemic administration would be 
required38–41, as the systemic administration 
would distribute viruses to the primary and 
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metastasized cancers. The efficiency could 
be unsatisfactory, however, as the viruses 
could be rapidly neutralized before reaching 
the cancer mass.42 

 
Another advancement is to combine 

oncolytic viruses with other modes of cancer 
treatment, such as chemotherapy, 
radiotherapy, adoptive cell therapy or 
immune checkpoint inhibitors. The most 
common combination to date is with immune 
checkpoint inhibitors. Briefly, immune 
checkpoint is the negative regulation of the 
immune response.43 Immune checkpoint 
inhibitors would attenuate the negative 
regulation, thus activating the immune 
response. The current popular targets for 
immune checkpoint inhibition are CTLA4 and 
PD-1/PDL1.13 
 
Clinical trials of oncolytic viruses for 
treating cancers 

Cook & Chauhan (2020) reported that 86 
trials on oncolytic viruses were found in the 
PubMed clinical trial database.12 There were 
60 trials in phase I, 5 trials in phase I/II, 19 
trials in phase II, as well as 2 trials in phase 
III. They observed the utilization of different 
types of oncolytic viruses with various 
modification and of various types of cancer 
cells as targets. Different outcomes on 
patient responses were reported from those 
trials as well. In general, no severe toxicity 
was observed during the clinical trials and 
some trials even demonstrated moderate to 
high responses for oncolytic viruses, as 
indicated by tumor necrosis. 

 
Chaurasiya et al. (2021) summarized 

several trials utilizing different types of 
viruses.44 On each viral category, the authors 
described the transgene expression, 
combination with other cancer treatments 
(conventional and immunotherapy), types of 
cancers, the clinical trial’s phases and their 
status (recruiting, ongoing, or completed). In 
general, the treatments were well tolerated at 
the maximum permitted doses with mild 
adverse events, such as flu-like syndromes 

and local reactions (e.g., pain, rash and 
peripheral edema). 

 
Interestingly, there are several oncolytic 

viral treatments that have been approved to 
be used for certain cancer patients. For 
example, Rigvir®, an oncolytic picornavirus, 
was approved in 2004 to be used in Latvia for 
melanoma.45 Adenovirus H101 (Oncorine®) 
has been used in China since 2005 for solid 
tumors in head and neck, such as 
nasopharyngeal carcinoma.29,46 Herpesvirus, 
Talimogene laherparepvec or T-vec 
(Imlygic®), has been approved by FDA and 
EMA in 2015 for melanoma patients.3,47 

 
Conclusion 

Oncolytic viruses have been known for 
centuries but been only developed in the 
recent years as one of cancer treatments. 
The oncolytic viral treatment shows a 
promising outcome for cancer patients. The 
oncolytic viral treatment could also be used 
in a combination with other cancer 
treatments in order to boost the treatment 
efficiency. In recent years, advancements 
and clinical trials using oncolytic viruses for 
treating various cancers have flourished. The 
results are expected to support the concept 
of using oncolytic virus to treat certain 
cancers. 
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Background: Hemorrhoids have a prevalence of 4,4%. Surgery is one of 

the modalities for treating hemorrrhoids. The method accepted as the 

"golden standard" is open hemorrhoidectomy. Although considered 

effective, open hemorrhoidectomy is still often associated with a significant 

rate of morbidity and pain symptoms that are a complaint of most patients. 

Therefore, another method is an alternative, namely, stapled 

hemorrhoidopexy. Some studies showed that stapled hemorrhoidopexy 

has a lower occurrence of postoperative pain, and others offer the opposite. 

Methods: This study was conducted at Siloam Hospitals Lippo Village 

between February and March 2019. Samples were taken as many as 70 

patients by taking secondary data from medical records. Patients 

diagnosed with third or fourth degree hemorrhoids and undergoing open 

hemorrhoidectomy or stapled hemorrhoidopexy will be taken the pain 

score from the visual analogue scale. Data is then tabulated using 

Microsoft Excel and analysed using SPSS. 

Result: the occurrence of postoperative pain in the stapled 

hemorrhoidopexy and open hemorrhoidectomy group, respectively, are 

80% and 97%, with a p-value of 0,055. The average visual analogue scale 

score for open hemorrhoidectomy and stapled hemorrhoidopexy was 

3±1,39 and 2±1,39, respectively, with a p-value of 0.003. 

Conclusions: the result showed that the occurrence of postoperative 

pain was not statistically significant. And the average visual analogue 

scale score was lower in the stapled hemorrhoidopexy group. 

 

Introduction  
 

Hemorrhoids are a normal structure 

in the form of a vascular cushion in the anal 

canal, which can become pathological 

when the tissue is dilated and prolapsed.1,2 

A study in the United States showed that 

hemorrhoids have a prevalence rate of 

4.4%.3 In Indonesia, there are 

approximately ten million people who 

experience this disease, with a prevalence 

of about 4% 

Surgery is one of the modalities to 

treat hemorrhoids. The method that is 

accepted as the "golden standard" is open 

hemorrhoidectomy.5,6 Although it is 

considered effective, open 

hemorrhoidectomy is still often associated 

with significant morbidity, as well as pain 

symptoms that are the complaint of the 

majority of patients.7 alternatives, one of 

which is stapled hemorrhoidopexy.8 

A prospective study conducted by 

Sachin,9 showed postoperative pain after 
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open hemorrhoidectomy and stapled 

hemorrhoidopexy, 56% and 30%, 

respectively. There are still contradictions 

to the results of these studies. Research 

conducted by Mattana,10 showed the 

opposite results. Pain that occurs in open 

hemorrhoidectomy and stapled 

hemorrhoidopexy is 24% and 28%, 

respectively. 

 
Material And Methods 
 

This study uses an analytical study 

with a cross-sectional design. The study 

was conducted on patients who underwent 

open hemorrhoidectomy or stapled 

hemorrhoidopexy at Siloam Hospitals 

Lippo Village. The study was conducted in 

the period from February to March 2019 

using medical record data. 

Postoperative pain was determined 

by the visual analogue scale (VAS) of 

patients undergoing open 

hemorrhoidectomy or stapled 

hemorrhoidopexy. If the VAS value ≠ 0, it 

will be included in the pain group and vice 

versa. The VAS value is the subjective 

degree of pain felt by the patient. The 

inclusion criteria in this study included a 

diagnosis of grade III or IV internal 

hemorrhoids and undergoing open 

hemorrhoidectomy or stapled 

hemorrhoidopexy surgery. Exclusion 

criteria used were acute hemorrhoids with 

thrombosis, fistula, fissure, anal stenosis, 

or a history of previous hemorrhoid 

surgery. After going through the inclusion 

and exclusion process, the data were 

entered into the research database and 

analysed. 

The estimated number of samples 

required is 60 samples. To anticipate 

incomplete or missing data, the number of 

samples was increased by 10% to 66 

samples. The samples will be divided into 

two groups, namely, 33 samples for the 

open hemorrhoidectomy group and 33 

samples for the stapled hemorrhoidopexy 

group. The number of samples obtained as 

many as 70 samples. 

The data that has been taken is then 

tabulated using the Microsoft excel 2017 

program and analysed using the SPSS 

version 23 program. Statistical tests in 

this study were carried out using the Fisher 

exact test and Mann U-Whitney. 

 

Result 

The samples were divided equally 

between stapled hemorrhoidopexy and 

open hemorrhoidectomy group. The 

average age of the entire sample is 41.92 

years, with the lowest age being 19 years 

and the highest age being 70 years. The 

median age is at the age of 43 years. The 

most common age found is 43 years. The 

age category shows that the most samples 

were found in the age range between 41-50 

years, as many as 27 samples. The 

samples at least are in the age category 

above 60 years, as many as five people. 

In the group that underwent open 

hemorrhoidectomy, 77.1% of patients had 

grade III, and the rest had grade IV internal 

hemorrhoids. Meanwhile, in the stapled 

hemorrhoidopexy group, 88.6% of patients 

had grade III, and the remaining had grade 

IV internal hemorrhoids. 

Of the 70 patients sampled in the 

study, 35 patients underwent open 

hemorrhoidectomy, and 35 patients 

underwent stapled hemorrhoidopexy. 

97.1% of the open hemorrhoidectomy 

group experienced postoperative pain, 

while only 80% of the stapled 

hemorrhoidopexy group experienced pain. 

The significance value (p- value) obtained 

based on the Fisher exact test is 0.055, 

which is not statistically significant. 

Therefore, the OR obtained is not 

meaningful. 

The open hemorrhoidectomy group 

had an average VAS of 3, with the highest 

score of 8 and the lowest being 0. The 
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stapled hemorrhoidopexy group had an 

average VAS of 2, with the highest value of 

6 and the lowest value of 0. Based on the 

Mann- Whitney U test, a significant value 

was obtained. (p-value) of 0.003, which 

means significant. 

 

Table 1. Sample demographics 

 

 

Table 2. Comparison of the incidence 

of postoperative pain 

 

 

Table 3. Visual analogue scale 

average score 

 

 

Discussion 

A total of seventy patients who 

underwent surgery and met the inclusion 

criteria were included in this study. Each of 

thirty-five patients underwent open 

hemorrhoidopexy, and thirty-five others 

underwent stapled hemorrhoidopexy. 

Visual analogue scale values were taken 

from each patient after undergoing surgery. 

This value is used to measure 

postoperative pain. In the open 

hemorrhoidectomy group, 42.85% of 

patients were male, while 57.14% were 

female. For the group that underwent 

stapled hemorrhoidopexy, most patients 

(57.14%) were male, and 42.85% were 

female. 

The average age of the sample in this 

study was 41.92 years. For each group In 

the study conducted by Sachin9, the mean 

age of the patients obtained was 40.06 

years. Meanwhile, in Mattana's study10, the 

mean age for open hemorrhoidectomy and 

stapled hemorrhoidopexy was 51.6 and 

48.1, respectively. 

Overall, 82.9% of patients had grade 

III internal hemorrhoids, and 17.1% had 

grade IV internal hemorrhoids. In Sachin's 

study9, most patients (53%) were 

diagnosed with grade IV internal 

hemorrhoids. 

Open hemorrhoidectomy is the most 

radical technique and has the highest 

morbidity compared to other less invasive 

procedures.7 This is because extensive 

dissection and incisions are made below 

the dentate line, causing more severe 

postoperative pain. In contrast, in stapled 

hemorrhoidopexy, the resulting staple line 

is above the dentate line, proximal to the 

somatic nerve fibres in the anal canal.11 It 

makes the patient feel less pain.12 

The quality of pain felt after open 

hemorrhoidectomy and stapled 

hemorrhoidopexy is also different. In an 

open hemorrhoidectomy, the pain felt has 

sharp and tearing characteristics. 

Meanwhile, on stapled hemorrhoidopexy, 

only vague pain and discomfort are felt by 

the patient.13 

The results obtained matched the 

previous studies,9,14, but some differences 

may affect the results of this study. First, 
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the research design used was cross-

sectional with a retrospective document 

search. The data collected is secondary 

data from the medical records of Siloam 

Hospitals Lippo Village patients for the 

period 2012-2019. This data collection 

method had to be done because the 

prevalence was low and limited research 

time. Another disadvantage of using 

medical records is that researchers cannot 

be sure whether the medical record data is 

accurate or not. Second, the number of 

samples taken is less than the research 

used as a reference. This situation can 

undoubtedly have an impact on the results 

of the study. And lastly, this study only 

focuses on postoperative pain, which is one 

of the factors taken into account in 

comparing different surgical techniques, so 

the results of this study cannot provide a 

complete picture to compare the two 

surgical procedures. 

 

Conclusion 

The comparison of the incidence of 

postoperative pain in the stapled 

hemorrhoidopexy group and the open 

hemorrhoidectomy group was not 

statistically significant. The average visual 

analogue scale score in the stapled 

hemorrhoidopexy group was lower than 

that in the open hemorrhoidectomy group, 

and this result was statistically significant. 
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Preterm Birth is delivery that occurs when the mother's gestational age 

is 20-36 weeks starting from the first day of the last menstrual period with 

a fetal weight still below 2500 grams. In preterm birth there are regular 

uterine contractions that cause thinning or dilation of the cervix before 36 

weeks of gestation is complete. Approximately 50% of sequelae that 

occur in children are due to preterm birth. It is known that cervical 

dilatation in pregnant women is associated with preterm birth, so there 

are several screening methods that are used to predict preterm birth, 

including cervical length examination. Transvaginal ultrasound 

examination is a safe method of examination to measure cervical length 

objectively. Cervical length less than or equal to 25 mm or cervical 

dilatation 70% to 100% are expected to have preterm birth. 

 

Introduction 
 

Preterm birth is when birth happens 
prematurely between 20 – 36 weeks of 
pregnancy. It is thought that preterm birth 
accounted for about 9,5% of all births 
worldwide. Preventions that are being done 
to inhibit the labor are administering 
tocolytic drugs. It could be subsequently 
classified based on clinical presentation, 
including preterm premature rupture of 
membrane (PPROM), spontaneous 
preterm birth, or preterm birth due to 
maternal or fetal reasons. Risk factors of 
this preterm birth are the history of previous 
preterm birth, preeclampsia, multiparities, 
premature rupture of membrane, and 
length of the cervix.1 Measurement of 
cervical length using transvaginal 
ultrasonography has been proven to predict 
preterm birth in low risk asymptomatic 
women and pregnant women with 
threatened preterm birth.  

The annual birth rate in Indonesia 
reaches 5 million births every year, with a 
maternal mortality rate of 126 deaths in 

100,000 birth, one of the highest in South 
East Asia in 2017.2 One of the 
developmental goals needed to be reached 
in 2030 could be implementing sustainable 
development goals (SDGs). One priority 
program that reflects a country's healthcare 
developmental level and quality of life is the 
neonatal mortality rate as one indicator. 
Based on the Demographic and Health 
Status Survey in Indonesia in 2017, the 
neonatal mortality rate was 15 for every 
1000 live birth, while the children mortality 
rate was 24 for every 1000 live birth. The 
leading cause of this perinatal morbidity 
and mortality is preterm birth.  

 
Literature Review 

Transvaginal Ultrasonography 

Transvaginal ultrasonography is a 
method to assess pregnancy conditions 
and women's reproduction organs by 
introducing a probe stick of 5-7,5 cm long 
into the vagina. The probe will radiate high-
frequency sound waves to bring the images 
of internal organs into the monitor. 
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Transvaginal ultrasonography itself has a 
higher resolution of 5-7,5Mhz than 
abdominal ultrasonography. To increase 
the picture quality, transvaginal 
ultrasonography uses a vagina anatomical 
approach to reduce the distance between 
probe and pelvic structure. 

Preterm birth 

As mentioned before, preterm birth is 
when birth happens prematurely between 
20 – 36 weeks of pregnancy with a fetal 
weight under 2500 grams. A regular and 
continuous contraction causes the cervix to 
thin and dilate before 36 weeks.  

One of the most significant issues with 
infant morbidity and mortality is preterm 
birth.3 There have been several attempts in 
the last few decades to increase the 
survival of low-birth-weight neonates. 
Some include using a corticosteroid, 
increasing mechanical ventilation, 
administering exogen surfactants, and 
nutritional therapy. 

However, the drop in neonatal 
maternal nutrition is not accompanied by a 
reduction in the morbidity rate. It is believed 
that around half of all childhood sequelae 
are the result of premature delivery.4 

 
Transvaginal Ultrasound as a Predictor 
of Preterm Birth 

Cervical dilatation in pregnant women 
has long been related with premature birth; 
hence, numerous screening measures, 
including cervical examination, are 
employed to predict preterm birth. Several 
prospective cohort studies have assisted in 
determining the mean cervical length of 
pregnant women at risk of preterm birth.5 

Pregnant women with a shorter or dilated 
cervix have an increased risk of premature 
delivery. With a cervical length of less than 
30 mm or a cervical dilatation of 70 to 100 
percent, a premature birth is likely.6 

In recent decades, ultrasound 
examination (USG) in pregnant women has 
been the subject of numerous studies. 
Changes in cervical length that occur very 
early in asymptomatic patients are only 

detectable with transvaginal 
ultrasonography. Examination using 
transvaginal ultrasound has a higher image 
resolution than abdominal ultrasound 
because the quality of transvaginal 
ultrasound images is unaffected by air in 
the intestines, obesity, or scar tissue on the 
abdominal wall. Transvaginal ultrasound 
examination is a more secure means of 
objectively measuring cervical length than 
digital examination, transabdominal 
ultrasound, or transperineal ultrasound.4 

As illustrated in Figure 1, cervical 
dilatation commences at the internal os. 
The typical cervical length threshold of 
25mm can be used to predict premature 
birth. In contrast, a cervical length of less 
than 25 mm before 28 weeks gestation is 
considered short and may signal premature 
birth. Pregnant women with a cervical 
length 25 mm and contractions had a risk of 
preterm birth that was double that of 
women with a cervical length 25 mm and no 
contractions.7 

 

Figure 1. Schematic representation of cervical 
maturation from closed (T) to open (U) status8 

 

Conclusion 

Cervical dilatation in pregnant women 
has long been related with preterm birth. 
Changes in cervical lenght that occur very 
early in asymptomatic patients are only 
detecable with transvaginal 
ultrasonography. Examination using 
transvaginal ultrasound is more secure 
means of objectively measuring cervical 
length than diginal examination, 
transabdominal ultrasound, or 
transperineal ultrasound. 
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